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ДОКАЗАТЕЛЬНОСТЬ КЛИНИЧЕСКИХ ИССЛЕДОВАНИЙ РАЗЛИЧНЫХ ДИЗАЙНОВ

Е. О. Борисова, Ю. Н. Еремина, О. В. Гульбекова

Российский национальный исследовательский медицинский университет имени Н. И. Пирогова, Москва, Россия

Getting new scientific knowledge in the field of modern clinical medicine is mainly based on the results of clinical epidemiological trials. They enable to detect the factors leading to occurrence and progression of diseases, estimate the quantitative input of these factors into development and subsequent course of diseases, stratify a population by the extent of risk and determine prognosis, monitor the level of risk factors and estimate effectiveness of preventive programs, plan clinical trials, formulate and check hypotheses.

The role of dyslipidemia, arterial hypertension, smoking and diabetes mellitus in development of atherosclerosis and associated diseases was mainly revealed owing to epidemiological trials. Clinical trials (CT) were conducted and treatment and prevention recommendations of these diseases were developed both at the population and individual levels [1].

In clinical epidemiology, several types of CT are used. They have different structures and are aimed at searching answers regarding some clinical issues about assessment of prevalence of pathological conditions, searching and studying the reasons or factors of risk of diseases, assessment of frequency, relative risk and prognosis of morbidity. The principal clinical issues
include assessment of effectiveness of preventive, diagnostic and therapeutic medical interventions.

Every task can be solved using a CT with a certain logical structure that includes methods of enrolling people into a trial, formation of comparison groups, collection of data, and methods of its analysis and interpretation. Design is a trial form created to search for answers to the set clinical questions. The design reveals a degree of accuracy for the result obtained during the trial, which shows real connections between the events.

In this article, attention is given to the factors that limit the degree of trial reliability associated with survey design; the structure and degree of reliability of various designs in comparative terms are considered. Recommendations regarding determination of evidence reliability levels and evidence strength levels are provided.

**ACCURACY OF RESEARCH**

Reliability of the trial is determined by its accuracy, which consists of the extent with which the results can be applied to other groups (external validity or generalizability), extent to which the trial can exclude the alternative explanation of the obtained results (internal validity) and extent of exact assessment of measured results (confidence) [2].

**External sample validity** is determined by the extent of representativity as related to its population [3]. Scientific clinical trials involve not the entire population suffering from the studied pathology or to whom the assumed risk factor is applied, but a part of this population (sample). If characteristics of these participants completely correspond to those of the population, i. e., the populations are representative, the obtained results can be applied to all people from this population. However, the sample can be representative only if it was formed using the random selection method. The random selection method deals with selection of all patients with this pathology and subsequent accidental or equally probable inclusion of representatives of all types of patients from the general population into the sample.

In medical trials, this is almost impossible. Thus, patients from clinical trials can differ from all the patients with the studied disease by age, gender and nationality, social status, material wealth, attitude to health, location, condition severity and many other characteristics. It makes the sample not accidental and not quite representative. In this case, the external sample validity is insufficient.

Conclusions associated with non-random samples can be applied to the general population with a certain proportion of errors (bias). This error occurs during sample formation and is called a systematic sample error.

In statistics, a **systematic error** means unintentional, but regular, non-accidental and unidirectional deviation of the calculated indicators from their actual values [4]. The less is the sample representative, the less exact is the trial, the more likely it is that other factors (errors) that distort conclusions influenced the trial results. The sample representativeness can be increased with numbers, thus, our trust in trials with a higher number of participants is stronger.

**Internal validity** is determined by how well the trial design can exclude alternative explanations of these conclusions. Differences in the results of the compared groups are not a mere consequence of the studied factor. There are other explanations, too. We can't exclude an effect on the result of other functions, which the researcher didn't plan to trial, failed to take into account or which he wasn't aware of, but which can also influence the outcome.

In case of irregular distribution of these factors among groups of comparison and control, effect of these factors will displace true results of the intervention and lead to inaccurate and erroneous conclusions. The factors cause unilateral bias (distortion) of trial results and are called systematic selection errors. The selection errors include all the factors that lead to incomparability of the studied group and control group.

The results of clinical trials can be influenced by other systematic errors such as errors obtained while collecting information, memory errors, withdrawal-related errors, errors that occur while assessing and analyzing the results, and some others [5, 6]. All systematic errors can make the differences visible, though they do not exist in reality, or, on the contrary, the real existing differences can be hidden. A systematic error can arise in any observations and at any stage of the trial. The sample size does not influence the systematic error value.

To be sure that the observed result is a consequence of the studied factor but not systematic errors, their significance should be excluded or reduced. This is achieved during sampling through increasing its representativeness or at the stage when comparison groups are formed during randomization. They can also be partially taken into account while analyzing the trial results. The principal method that minimizes the effect of the majority of systematic errors is represented by randomization, i. e., accidental distribution of patients among comparison groups. Meanwhile, systematic errors are also regularly distributed among comparison groups and fail producing the bias effect if the groups are large enough.

**RELIABILITY OF RESEARCH**

An accidental error is another explanation of differences in the results among the compared groups. An **accidental error** is a deviation of a single observation (or measurement) from its true value that occurs while processing accounting documents, during measurement or registration of data due to an accidental combination of circumstances. There is an equal probability that an accidental error can result in overestimation or underestimation of research results. Any observations are exposed to accidents. Complete exclusion of accidental errors is not possible though they can be minimized using more exact methods of trial parameter estimation, for instance, standardized ones, or by increasing a number of patients in a trial.

An accidental error can be estimated and accounted at the stage of statistical analysis of results, which allows to answer a question about the probability of obtaining the results in an accidental way. In medical research, the accessible level of probability of getting an accidental result arises when \( p \) is less than 0.05 [7].

The marked accidental error is commonly observed in small samples with highly non-homogenous characteristics (both inhabitants of cities and villages, men and women, those with and without bad habits of a wide range of ages are included). The higher the sample heterogeneity, the greater the probability of an accidental error and the more people should be included into comparison groups to increase the reliability of conclusions. Even a marked accidental error does not provide for a bias (does not distort the research result), but may prevent revealing statistical reliability of the obtained results.

The level of systematic errors is controlled by strict fulfillment of design requirements. Owing to design characteristics, clinical trials can control the effect of systematic errors to a different extent and can have certain limitations regarding the degree of reliability. It should be noted that some factors such as the use
of improper statistical methods of analysis, lack of adjustment for systematic and accidental errors, negligent data handling can distort the trial results irrespective of the selected design.

Clinical trials with various designs are used in scientific medicine. Three basic designs can be found among them. Their task is to find and examine the causal relationships. They include case-control trials, cohort trials and randomized clinical trials [8, 9].

DESIGN AND EVIDENTIAL VALUE OF CASE-CONTROL TRIALS

These are observational trials when researchers do not only interfere in the natural course of disease occurrence and distribution. They only observe how the situation that doesn’t depend on them is developed, collect data on the examined issue and make conclusions [10].

Case-control trials are used to reveal unknown risk factors of known diseases. To detect the relation between the clinical outcome and preceding effect of the assumed factor, two groups of people are included into the trial. The main group includes those with a disease or condition that seems interesting to the researchers. The group is called ‘cases’. The control group involves people without such a disease or condition. A history of all trial participants includes presence or absence of certain factors that could be the reason for development of the studied disease. The both groups are then compared by the rate of potential risk factors for this outcome, and the statistical significance of these differences is determined.

The feature of the case-control trial means that this design doesn’t mean randomization while making comparison groups, leading to incomplete comparison of the main and control groups due to systematic errors.

A number of ‘cases’ is selected among patients with the studied disease or condition and to whom the researcher would like to disseminate the conclusions he is determined to obtain. The group of ‘cases’ should always be representative of the studied population. Insufficient representativity of the group of ‘cases’ (sampling error) can result in improper generalization of the trial results.

The researcher selects a group of ‘controls’ based on characteristics of the ‘case’ group but not in the result of randomization, which is a source of systematic selection failure. When selecting the control persons, the main condition consists in their maximum comparison with a group of cases based on all the basic characteristics, except for the studied disease. To obtain a more reliable result, a group of ‘controls’ should be comparable with a group of ‘cases’ to the greatest extent [11]. For this, ‘controls’ should be selected from the same population as the ‘cases’, preferably during the same period of time. For instance, both the ‘cases’, and the ‘controls’ should be selected from among the people admitted at the same hospital, receiving treatment at the same outpatient clinic, living in the same district or working at the same enterprise.

In case of insufficient comparison, cases and controls can differ by the condition severity, concomitant pathology, social status, bad habits, and use of medicines influencing one’s health, etc. [12].

To reduce the selection error, a paired design is used. It ensures an individual selection of ‘cases’ for every group participant that corresponds by a set of characteristics to a control group participant [13]. As a result, researchers obtain almost similar groups of comparison with the only difference: presence or absence of the studied disease.

One of the systematic selection errors, when a true result is displayed in a wrong way, can be due to an effect of an unknown or unaccounted factor. The factor can produce a simultaneous influence both on the outcome, and on the studied factor of the disease. The factor is called ‘a confounding factor’ or ‘a confusing variable’ (confounder) [14].

A trial that examined a link between a birth order (1st, 2nd, 3rd child, etc.) and presence of Down’s disease can serve as an example. In this trial, maternal age will be a confusing variable as it influences both the outcome (a higher maternal age is directly associated with a possible development of Down’s syndrome in a child) and a birth order when every next child, except for twins, is born when the mother is older than she was when she gave birth to the 1st child.

The presence of confusing factors can be clear or not. Thus, the conclusions obtained based on observational trials can fail to display a real effect of using the examined intervention.

Retrospective trials have typical systematic errors at the stage of data collection and memory errors. During case-control trials, a search for causal relationships always moves from a consequence to the assumed reason, i.e., retrospectively. At the initial stage of a retrospective trial, a researcher has already been informed of an interesting outcome and collects data about the events (possible risk factors) that took place in the past. Medical records or outpatient cards stored at healthcare organizations (i.e., secondary information), recollections of patients, interviews with their relatives or questioning results constitute a source of information. This is associated with occurrence of information systematic errors and memory errors. Data registered in medical documentation were collected for other purposes and tasks, the researcher failed to participate in their collection and frequently doesn’t know who and when collected the data.

Archive information may not correspond to the purpose of the conducted trial to the full extent, it may not be collected properly and some data can be lacking. Data collected from people can insufficiently reflect the events of the past. Selective memory of a patient and healthy person can make a difference.

For instance, a sick person can recollect the events potentially related to occurrence of this disease better than a healthy one, and fail to recollect certain facts that can seem interesting to a researcher. Memory failures are particularly true if they relate to data about the effect of the studied risk factor, which is a principal shortcoming of all retrospective trials [5].

Data registered in medical documents were collected for other purposes and tasks, whereas the researcher didn’t participate in their collection and frequently does not know who and when gathered the data.

Along with sampling errors, selection errors and data collection errors, case control trials are not protected from accidental errors, providing many alternative explanations to the obtained results. Substantiation of this type of trials is not very high.

Statement of hypotheses about disease risk factors and conditions form the result of the trial. The hypotheses should be confirmed during more exact cohort trials.

Though the case-control trial doesn’t prove there is a causal relationship, such trials are the only suitable ones to study the risk factors of rare diseases [7].

DESIGN AND EVIDENTIAL VALUE OF COHORT TRIALS

Cohort trials are also observational. The data are collected by observing events without a researcher’s intervention [8].

The purpose of the trial is to search and detect unknown consequences of effects by assumed risk factors on human health and examination of interrelations. For the study purposes,
a group of people (cohort) that should be a representative sample of the population is selected from a general set (population). A cohort is a group of people with common characteristics or experience during a certain period of time when new disease cases are expected to occur. People living in the same city, exposure to hazardous substances, undergoing a certain medical procedure, belonging to representatives of the same profession or social group, being born at a certain period of time, etc. belong to a unifying feature.

The examined cohort is represented by people influenced by the examined risk factor, whereas the control cohort includes people not influenced by the examined factor [15]. The control group is selected from the same population the cohort is composed of or another cohort that was affected little or not affected at all, with all the other characteristics being most similar to those of the studied group. These cohorts are observed for some period of time to understand, which outcomes can lead to this risk factor. An obligatory condition of inclusion of these people into the examined and control cohorts is represented by a lack of the studied disease at study enrollment.

Then the both groups are compared by the rate of disease development, the value of relative risk that confirms the relation between a risk factor and outcome probability is determined and the statistical significance of differences is estimated.

Cohort trials are called prospective if the search for the causal relationship moves from the reason to the assumed effect. In other words, the cohort is being observed from initiation of the trial when the disease is still lacking; the observation is being continued for a period enough for the assumed outcome to develop. Meanwhile, the researcher can’t know the outcomes beforehand excluding subjectivity while selecting those analyzed. In this case, the source of data is represented by data assumed to obtain during a trial and independently registered by the investigators, that’s why they are more reliable and correspond to the study purposes to a greater extent.

Cohort trials can be retrospective when at the beginning a researcher has information at his disposal and collects data about the events that took place in the past. However, the groups are formed depending on the presence or absence of risk factors. Like in other retrospective trials, data are collected using archival documents (case history, questionnaires, results of participants’ survey, etc.). The researcher analyzes the past data by tracing morbidity and mortality for all members of the studied groups until now [15].

Cohort trials are not exempt from systematic and accidental errors. Errors related to cohort representativeness can occur if its composition does not completely correspond to the population it was selected from [16]. The situation is possible when the cohort includes visitors of a certain medical center where the patients can enter not accidentally but because they live nearby or where they can be referred because of a severe condition or because they can pay for the medical services, whereas the general population includes not only patients of medical centers but also those from municipal hospitals and outpatient clinics. The differences can relate to the age, gender, social and economic status, living conditions, health, etc. It is sometimes difficult to generalize the results even of large clinical trials.

For instance, it is difficult to determine the rate of representativeness of a rich American city Framingham (Framingham trial of IHD risk factors) at least for the USA, or that of the trial on British doctors at least for representatives of other professions in Great Britain (trial of the association between cigarettes and lung cancer).

Correct cohort assessment influences the possibility to transfer the data obtained during the trial to the initial population and population with similar characteristics. The larger is its size, the more exact are the obtained data, the more they correspond to the general population [17].

Data and memory errors while conducting cohort trials with retrospective collection of data show that it is difficult to reconstruct the events of the past without distortions. Some documents recording the effect (for instance, a harmful factor in the past) can be lost, whereas recollections of relatives are not exact. Data collection and memory errors result in masking the influencing effect and distorted conclusions.

Another error observed during prospective cohort trials is represented by the error of withdrawal from the study. Depending on the examined disease, prospective cohort trials can last for a long time—for years or even for decades. In such duration of observations, some patients can withdraw from the study due to their shift to another place of residence, refusal to participate, death, loss of contacts, etc. A decreased number of cohorts is associated with reduced statistical power and, as a consequence, less reliability of the study. It is believed that when over 10% of the cohort is lost, the study results are doubtful, whereas dropout of over 20% of participants displays its uncertainty [9, 18].

Cohort trials can be associated with selection errors that include all the factors except for the examined ones, which, in case of irregular distribution between the studied and control cohorts, can result in the lack of their compatibility and influence the study results.

Examples can include differences in treatment, number of visits to doctors or any other values. Inclusion of patients into trials at different times can result in significant differences among the compared groups. For instance, during mixed retrospective and prospective trials no difference in terms and exact diagnosis, past approaches to therapy (say, 15 years ago) and today can be taken into account. In this case, changed outcomes can rather be explained by a difference in assessment of disease severity than by treatment effect.

Undocumented or unknown confounding factors are found among the factors that can be a source of a systematic error. The confounding factors produce such an effect that the effect of the studied factor can be overestimated or underestimated. To exclude the effect of known confounders, the both groups should be comparable to the greatest extent by the largest number of parameters, except for the examined ones [19]. While analyzing data, there are methods enabling to consider the effect of all factors we are aware of. But even after all amendments the confounding factors not known to us can be left unaccounted. The balance of unknown confounders is achieved through randomization. Randomization in cohort trials is impossible, as the observational approach to studying the relations between the events excludes accidental distribution of people into the compared groups.

Impossible control over unknown confounders is a serious disadvantage, that makes observational trials different from a randomized experiment. Unfortunately, it is impossible to get rid of this shortcoming of observational trials. That’s why we get an incomplete level of evidence of observational trials, and cohort trials, in particular [14].

Though prospective cohort trials do not exclude all the possible mistakes, they are the most evidence-based among observational trials and reflect a causal relationship in a more precise way. Cohort design is considered the best when it is necessary to examine the effect of potentially harmful risk factors on disease occurrence, i. e., when human experiments are not possible.
DESIGN AND EVIDENTIAL VALUE OF RANDOMIZED CLINICAL TRIALS

A randomized clinical trial (RCT) is an experimental study where a researcher simulates a clinical situation which suits the best to examine the causal relations between the studied phenomena. As a rule, experimental trials are conducted to check the cause-and-effect hypotheses while examining effectiveness of various methods of treatment and prevention, both drug-induced, and not.

In experimental trials, it is ethically acceptable to examine only the effects of factors, which, as assumed, deliver benefit to a patient. Thus, artificial intervention into the natural history of events occurs at the expense or with the elimination of suspected factors that cause diseases or while administering medicinal agents, using methods or performing activities able to produce a favorable effect on the studied disease [20–22].

Design of a RCT is much like design of cohort trials. A group of people which is a representative sample is selected from the general set (population) based on strict criteria of inclusion and exclusion. Then the included patients are accidentally (irrespective of a researcher's will) distributed into the study group (obtain the studied intervention) and control group (obtain placebo or known intervention with known effectiveness). During the trial, the participants are under a planned observation with registration of their subjective and objective condition. At the end of the trial, the differences in the results of the both groups are assessed along with their statistical significance.

Experimental trials can be prospective, retrospective and mixed (historical control study). During a prospective trial, the researcher should collect and register data about a patient; during a prospective trial, data are collected using archival medical documentation or interviews of patients, decreasing the reliability.

Design of the RCT differs from other types of trials by the possible procedure of randomization. It is the randomization that allows to neutralize the significance of the majority of systematic errors occurring during a CT. They involve systematic errors creating a disbalance between the comparison groups including confounding. Thus, there is a low probability that the obtained results are not due to the studied intervention, but have an alternative explanation. However, it is true only when the researcher fails to violate the basic randomization principle. According to it, every sampling member should have equal chances to be included both in the studied group, and in the control group [23].

The reason for incorrect randomization is inclusion of patients into the group of comparison by indications, order of selection, days of the week, case history numbers, insurance policy or date of birth. These grounds introduce a systematic error into the process of formation of comparison groups. It is better to use a table of accidental figures, methods of envelopes or centralized computer distribution of treatment options.

When the principle of equal changes is violated, no regular distribution of the effect of systematic errors occurs and the evidence level of this trial goes down reaching the level of cohort observation [20].

Randomized historic control trials are less exact as compared with prospective ones due to errors that occur during collection of data and memory errors, and because of possible differences in diagnostic criteria and accuracy of the examination of patients from the control group. A systematic error associated with withdrawal of patients from the long-term study requires correction at the stage of result assessment.

The randomized trials do not completely exclude sampling errors that reduce the possibility to apply the obtained results to a wider population of patients. For instance, the majority of RCT are conducted with relatively young patients without concomitant diseases, whereas the medicinal agents studied under these conditions are consumed by elder patients suffering from many diseases. Randomized trials performed on selective groups have low representativity. The use of selective groups is justified while studying a novel medicinal product to confirm its pharmacological activity and determining its safe doses during the first stages of CT.

It is desirable to detect and eliminate some systematic errors associated with positive expectations of patients related to their participation in a CT (placebo effect) at the stage of selection. It is necessary because different expectations of patients in the compared groups can influence the study results to the greatest extent. Psychological patterns and expectations arise not only among patients, but also among medical personnel who conducts the study. It is due to a prejudiced attitude of an investigator while selecting patients and subjectivity when assessing the borderline results of the study. To exclude these psychological phenomena, it is necessary to limit awareness of researchers concerning the provided medicinal agents in the comparison groups (blind, double-blind trials). It is shown that a lack of double binding can increase effectiveness of medicinal agents by 15–20% in average [21].

The use of a blind method regarding to patients, doctors and researchers estimating the clinical outcomes and statisticians enables significantly reduce the probability of a systematic error of that type.

In spite of the randomization, the compared groups can be heterogeneous due to insufficient sampling size and associated increased effect of an accidental error. The probability of an accidental error is increased in case of high heterogeneity (nonuniformity) of the population that constitutes the sample.

Thus, small RCT or RCT held in one center only, have insufficient representativity (non-homogenous sample), reduced internal validity (disbalance of compared groups) and insufficient reliability (increased probability of an accidental error). As the accidental error and sample heterogeneity are decreased with size, trust in large multi-centered RCT is always higher. To ensure better reliability, it is necessary to perform multiple checks of RCT results to prove the causal relationship. It is desirable that the study should be repeated by various researchers on many differentiated samples, at different time and under various conditions. It is impossible to completely exclude the effect of an accidental error, that's why there is always 5-percent probability that the result obtained during the study is due to accidental occurrence of circumstances [24].

In spite of possible problems, properly planned and conducted RCT enable to obtain highly significant conclusions and are a golden standard of evidence-based CT.

STRUCTURE AND EVIDENTIAL VALUE OF SYSTEMATIC REVIEW AND META-ANALYSIS

As even RCT are not very exact, methods of evidence-based medicine such as systematic reviews including or excluding meta-analysis have been developed.

A systematic review (SR) is an analytical study of analytical observational and experimental trials presented in literature and serves as a tool of secondary analysis of scientific publications.
The study begins with the formulation of a clinical issue that requires an answer. It is about effectiveness of treatment, prevention or diagnostic methods. The best works that are used to investigate the same problem and that have a similar structure possess the most powerful design and are conducted in the most scrupulous manner. The trials are selected based on distinct inclusion and exclusion criteria, which should be substantiated and determined beforehand. Then the results of all trials that passed the selection are generalized. An answer to the clinical question is provided based on these generalized results. It can be expressed as a confirmed causal relationship, its denial or when qualitatively conducted primary trials are not enough to give a definite answer to the question [25].

The source of data for SR is constituted by all discovered published analytical observational and experimental trials about the examined clinical issue. The data are searched through electronic information data bases, which include only materials that correspond to certain criteria of methodological quality. These are Medline, Embase, Cochrane Library, and eLibrary.ru.

However, not all trials can be included into SR, as SR generalizes results of relatively homogenous trials only. Generalization of study results significantly different by patient’s characteristics, various aspects of using the compared medicinal products, assessment criteria of the studied outcome is considered illegal, as these differences increase the non-homogeneity (heterogeneity) of the generalized data and reduce the significance of conclusions.

SR can include the use of the statistical method generalizing the results of several primary trials as if this could be one large study and make a common statistical conclusion on its basis. The method is called meta-analysis. United trials provide for a larger sample for analysis and greater statistical power. This increases exactness of assessing the effect of the analyzed intervention and improves substantiation of systematic review data with meta-analysis as compared to separate experimental or descriptive trials.

The metaanalysis can detect the effect failed to be detected during other experiments due to insufficient statistical power (a small number of participants in every experiment), it also enables a general conclusion based on several trials with various and even contradicting results [26, 27].

In spite of all advantages, meta-analysis is also not free from the effect of systematic errors and can contain false conclusions. It includes systematic errors such as errors of inclusion into SR and publication bias [28].

Inclusion errors reflect a low quality of systematic review. It is known that quality of meta-analysis significantly depends on quality of included initial trials and articles, i. e., on quality of the systematic review it is based on. The meta-analysis carried systematic errors of all primary works it consists of. When the published scientific literature reflects false assertions, meta-analysis also confirms false results.

Publication bias occurs when certain conducted study trials without statistically significant differences in results between the groups of comparison or with results not different from the known data remained unpublished and weren’t included into the meta-analysis. Then proportion of publications with positive results exceeds the real value resulting in overestimation of the averaged effect.

Disturbed methodology of SR is an insufficiently complete search of data, non-compliance with strict selection criteria and inclusion of low-quality trials leads to accumulation of systematic errors and reduces the veracity of SR results. Thus, a large high-quality RCT can provide more reliable results as compared with meta-analysis of some small ones.

Thus, systematic reviews and high-quality meta-analysis form the basis of evidence-based medicine analytical base and a very valuable tool while taking decisions about the choice of the most effective and safe methods of treatment and prevention.

HIERARCHY OF EVIDENCE OBTAINED IN CLINICAL TRIALS

Results of CT with various designs are currently used to develop clinical recommendations on prevention, diagnostics, treatment and rehabilitation. To understand the relative force of their substantiation, a hierarchy of evidence defined as ranking of CT with various designs by the degree of their liability to systematic errors was suggested [29]. At the top of the hierarchy, a method with the largest freedom from the systematic bias is located. It means that the true effect is close to the one obtained in the trial. At the lowest level of the hierarchy are types of trials not free from many systematic errors, which significantly reduces confidence in truthfulness of the obtained results.

Classification of the levels of evidence with some differences in CT assessment protocols are developed and utilized in various countries and large medical organizations. In the Russian Federation, the evidence levels of CT included into clinical recommendations are assessed based on the results of one or several CT of the highest rank in accordance with a single scale along with requirements approved by the order of the Ministry of Health of the Russian Federation as of Febr. 28, 2019 Np. 103н.

**Level of evidence** (LE) is a level of confidence indicating that the found effect related to the medical intervention is true [30]. Five levels of evidence reliability are provided (table 1).

Recommendations made using CT results are also ranged based on the **evidence level** (EL), which is determined as the rate of confidence in validity of the intervention effect and that following recommendations will do more good than it does harm.

The evidence level is determined based on assessment of methodological quality of CT, consistency of results of CT used to assess the EL, and importance of outcomes.

Methodological quality of CT is estimated using the respective point questionnaires developed separately for SR, RCT, cohort trials and case-control trials. The CT results are considered as agreed if all the CT have effects of the same direction and if, as a consequence, the same conclusions are made. It means that there is an advantage of intervention A over

<table>
<thead>
<tr>
<th>LE</th>
<th>Hierarchy of designs of clinical trials (in descending order of the evidence level from 1 to 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Systematic review of RCT using meta-analysis</td>
</tr>
<tr>
<td>2</td>
<td>Other RCT and systematic reviews of trials of any design (except for RCT using meta-analysis)</td>
</tr>
<tr>
<td>3</td>
<td>Non-randomized comparative trials, including cohort ones</td>
</tr>
<tr>
<td>4</td>
<td>Non-comparative trials, description of a clinical case or set of cases, a case-control trial</td>
</tr>
<tr>
<td>5</td>
<td>Preclinical studies (substantiating the mechanism of action for this intervention) or experts’ opinion</td>
</tr>
</tbody>
</table>
intervention B in all CT with a higher design [31]. Based on CT results, importance (significance) of outcomes is determined as important and not important. Important outcomes include all clinical outcomes ("solid end points"), surrogate outcomes estimated by validated scales, surrogate outcomes with proven associated clinical outcomes based on CT results. Not important outcomes include surrogate outcomes in the lack of CT that confirm association with clinical outcomes ("solid end points"). These are values of non-validated clinical scales, laboratory values, subjective assessments of patients (including using the visual analogue scales), and duration of symptoms.

Assessment of the level of evidence of recommendations for diagnostic, therapeutic and preventive interventions and rehabilitation activities is also carried out in accordance with a single scale and requirements approved by order of the Ministry of Health of Russia as of February 28, 2019 No. 103н. As far as evidence goes, there are strong, conditional and weak recommendations denoted using Latin letters A, B, C (table 2).

Proper assessment of evidence levels of recommendations and levels of confidence of CT, on which recommendations are based, should ensure their high scientific validity, which corresponds to requirements of medicine based on evidence.

<table>
<thead>
<tr>
<th>LE</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Strong recommendation (simultaneous fulfillment of two conditions):</td>
</tr>
<tr>
<td></td>
<td>• all considered criteria of effectiveness (outcomes) are important,</td>
</tr>
<tr>
<td></td>
<td>• all trials are of high or satisfactory methodological quality,</td>
</tr>
<tr>
<td></td>
<td>• their conclusions on interesting outcomes are agreed</td>
</tr>
<tr>
<td>B</td>
<td>Conditional recommendation (if at least one condition is met):</td>
</tr>
<tr>
<td></td>
<td>• not all considered effectiveness criteria (outcomes) are important,</td>
</tr>
<tr>
<td></td>
<td>• not all trials have a high or satisfactory methodological quality,</td>
</tr>
<tr>
<td></td>
<td>• their conclusions on interesting outcomes are not agreed</td>
</tr>
<tr>
<td>C</td>
<td>Weak recommendation means a lack of evidence of proper quality (if at least one condition is met):</td>
</tr>
<tr>
<td></td>
<td>• all considered criteria of effectiveness are not important,</td>
</tr>
<tr>
<td></td>
<td>• all trials are of low methodological quality,</td>
</tr>
<tr>
<td></td>
<td>• their conclusions on interesting outcomes are not agreed</td>
</tr>
</tbody>
</table>

CONCLUSIONS

Various clinical epidemiological trials intended to achieve different purposes and tasks are applied as a tool to obtain new knowledge in the field of medicine. CT differ by their structure and exactness used to estimate the cause-and-effect relations between the phenomena. Thus, while estimating accuracy of these conclusions, we need to be patient about the limitations typical of various designs. Exactness of CT depends on many factors, which can distort the obtained results as compared with their true values. The influence of these factors (systematic and accidental errors) enables to make alternative conclusions about the reasons for the discovered differences.

Designs of various CT admit the influence of a greater or a smaller number of these factors. It is reflected on the reliability of results of CT. Neither study is free from systematic and accidental errors. However, observational trials are subject to them to a greater extent than experimental ones. This is explained by the fact that due to design characteristics observational trials can’t be used to control errors associated with the possible non-correspondence of comparison groups. They can be used to detect a statistical relation between the phenomena but only RCT can prove that this is about a causal relation. Exactness of RCT can be increased with systematic reviews and meta-analyses.
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