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The article reviews the concept of predictable harm as a methodological tool for a comprehensive risk assessment while developing and implementing Al-powered
medical devices. The study is relevant due to exponential growth of using Al-powered technologies in healthcare and lack of unified approaches to prediction of
potential negative consequences of their usage. Existing regulatory approaches to risk assessment, including Russian regulatory documents and international
standards, have been analyzed. A multidimensional classification of types of predictable harm is proposed considering the entire life cycle of medical Al systems.
Special attention is given to ethical aspects of using artificial intelligence in medicine, including the principles of patient autonomy, equity, non-harm and
transparency of algorithms. An expanded matrix for assessing predictable harm has been developed. It integrated technological, clinical and ethical parameters
for each stage of development and implementation of Al systems in medical practice. The results of the study can be used as a methodological framework for
developers of medical Al systems, regulatory authorities and medical organizations in assessing safety and effectiveness of introducing intelligent technologies
into clinical practice.

Keywords: artificial intelligence, medical devices, predictable harm, ethics of artificial intelligence, regulation, patient safety, risk management

Financing: the work was carried out under the grant from the Academy of Sciences of the Republic of Tatarstan, provided to young candidates of sciences
(postdoctoral fellows) so that they could defend their doctoral dissertation, perform research and labor functions in scientific and educational organizations of the
Republic of Tatarstan within the framework of the Scientific and Technological Development of the Republic of Tatarstan State Program.

Acknowledgements: the authors express their sincere gratitude to the Academy of Sciences of the Republic of Tatarstan for financial support of this study based
on the results of a competitive selection (grant No. 153/2024-PD dated December 16, 2024) for ‘Ensuring the technological sovereignty of the healthcare system
by criminal means’ research project, as well as deep gratitude to the staff of the Scientific Research Institute of Digital Technologies and Law of Kazan Innovative
University named after Timiryasov VG for valuable consultations and constructive discussion of the conceptual provisions of the study.

Author contribution: Begishev IR — research conceptualization; development of predictable harm theoretical foundations; analysis of specific risks associated
with using artificial intelligence in medical devices; systematization of predictable harm typology; research of legal framework for regulating Al systems in healthcare
with various jurisdictions; formulation of research conclusions; preparation of the manuscript initial version; Shutova AA — development of a methodology for
predicting and preventing predictable harm; creation of a matrix for assessing predictable harm at various stages of medical Al system life cycle; developing
recommendations for practical implementation of predictable harm concept; analysis of literature sources; editing and critical revision of the manuscript with
introduction of valuable intellectual content; visualization of research (making tables).

Compliance with ethical standards: a meeting of the ethics committee was not required, since this study is theoretical and methodological in nature and analyzes
open literature sources and regulatory legal documents, without conducting experiments involving humans or animals and without using personal patient data.

><] Correspondence should be addressed: lidar R. Begishev
42 Moskovskaya St., Kazan, Russia, 420111; begishev@mail.ru

Received: 03.05.2025Accepted: 16.05.2025 Published online: 20.06.2025
DOI: 10.24075/medet.2025.006

KOHLENUMA «NMPEOCKASYEMOIO BPE[A» NPU PASPABOTKE MEAULMHCKUX U3OENUIA
HA OCHOBE NCKYCCTBEHHOIO MHTEJIJIEKTA

N. P. Berviues &2, A. A. LLlyToBa
KasaHCKMin IHHOBALMOHHBIN yHMBEPCUTET UMeHn B. I Tummpsicosa, Kasanb, Poccust

B craTtbe npencTaBneHa KOHLEMNUWs «MPenckasyeMoro Bpeda» Kak METOAONOrMHECKU MHCTPYMEHT A1t KOMMIEKCHOW OLEHKWU PUCKOB Mpu paspaboTke
N BHEOPEHUN MEOVLMHCKX W3AENMA Ha OCHOBE WCKYCCTBEHHOrO WHTEMNeKTa. AKTyaSlbHOCTb MCCnefoBaHns OBycroBneHa SKCMOHeHLMabHbIM POCTOM
npuMeHeHust I-TexHonoruii B 34paBoOXpaHeHU Mpu OAHOBPEMEHHOM OTCYTCTBUM YHUULMPOBAHHBIX MOAXOAOB K MPOrHO3MPOBaHUIO MOTEeHLMaIbHbIX
HeraTViBHbIX MOCNEACTBUA WX UCMOMb30BaHVs. [poBedeH KPUTUHECKU aHanm3 CyLLECTBYIOLLMX PErynsTOpHbIX MOAXOAOB K OLEHKE PUCKOB, BKIOYast
OTe4eCTBEHHbIE HOPMATVBHbIE [OKYMEHTbI 1 MEXIYHAPOaHbIe CTaHAAPTbI. [peasiokeHa MHOroMepHas KlaccumnkaLms TUMNoB NMpeackasyemMoro Bpeaa ¢ yHeToM
BCEro XM3HEHHOrO LyKa MeamUMHCKmx -crucTtem. Ocoboe BHYMaHVE YOeneHo STUHECKUM acnekTam NpyMeHEeHUs UICKYCCTBEHHOMO VHTENNeKTa B MeauLyvHe,
BKJIOYasi MPVHLMMBI aBTOHOMUM MaLyveHTa, CrpaBedMBOCTY, HEMPUYMHEHWSI Bpeda W Mpo3paqHoCTV airopntMoB. PaspaboTaHa paclumpeHHas matpuua
OLIEHKIM MPEACKA3yeMoro Bpeaa, VHTErpUpYoLLas TEXHOMOMMHECKIME, KIMHNYECKME 1 STUYECKUE MapaMeTpbl A1 KakOoro dTana pa3paboTki 1 BHeAPEH!s
MN-crcTem B MEOVLIMHCKYIO MPaKTUKy. PesynsTaTbl MCCNeaoBaHnst MOTYT CIY>XKUTb METOAONOMMHYECKOM OCHOBOM A1s pa3paboTHnKOB MeauUmHCKunX -cuctem,
pPErynaTOpHbIX OPraHoB ¥ MEONLIMHCKIX OpraHM3aLyii Npu oLeHKe 6e30MacHOCTI 1 9(MEKTUBHOCTV BHEAPEHISI UHTENEKTYaNIbHbIX TEXHONOMIA B KIMHUYECKYHO
MPaKTYIKy.

KnioyeBble CnoBa: VCKYCCTBEHHBIA WHTENNEKT, MEOUUMHCKUE W3OeNVs, Mpenckasyembiii Bped, 3TVKa WCKYCCTBEHHOrO WHTENEeKTa, PerysimpoBaHie,
6€30MacHOCTb NaUMEHTOB, yrpaBneHne pruckamm

®duHaHcupoBaHne: paboTa BbIMOMHEHa 3a cyeT rpaHTa Akagemun Hayk Pecnybmunkn TatapctaH, MpefoCTaBNeHHOro MOMOAbIM - KaHAMAaTam  Hayk
(NoCTAOKTOPaHTaM) C LieNblo 3allmTbl JOKTOPCKOW AMCCepTaLmm, BbIMOMHEHMS HayYHO-MCCNefoBaTeNsCKyX paboT, a Takke BbIMOMHEHUS TPYAOBbIX (DYHKLMIA
B Hay4HbIX 1 06pa3doBaTebHbIX OpraHm3ansx Pecnybnvkn TatapcTaH B pamkax [ocyaapcTBeHHOM nporpammbl Pecnybnviki TatapcTtaH «Hay4Ho-TexHonorn4eckoe
passuTre Pecnybnukn TatapcTanH».

BnarogapHoCTU: aBTOpbI BbIPaXKAIOT UCKPEHHIOK NPU3HATENBHOCTL AKademMun Hayk Pecnybnvikv TatapcTaH 3a OkasaHHy (MHaHCOBYO MOAAEKKY AaHHOMO
1iccneqoBaHms Mo pesynstatam KOHKypcHoro otbopa (rpaHT Ne 153/2024-M[ ot 16 aekabpsi 2024 r.) Anst Hay4HO-MCCNeaoBaTenbCkoro npoekTa «ObecnedeHve
TEXHOMOMMYECKOrO  CyBEepeHUTeTa CUCTEMbl 3[PaBOOXPaHEHNs YrofloBHO-MPAaBOBbIMA  CPEACTBaMU», a Takke MMyboKylo 61arofapHOCTb  KOSIEKTUBY
Hay4Ho-1CcCcnenoBaTenbCKoro NHCTUTYTa LUMPOBBIX TEXHOOMMIA 1 NpaBa Ka3aHCKOro MHHOBALMOHHOMO yHUBepcuTeTa vmenn B. T TuMmpsicoBa 3a LieHHble
KOHCY/BTaLWM 1 KOHCTPYKTVBHOE 06CYKAEHME KOHLENTyabHbIX MOOXEHWI NCCnenoBaHus.
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Integration of artificial intelligence into medical devices
offers unprecedented opportunities to improve diagnostic
processes, personalize therapeutic approaches, and optimize
clinical solutions. However, rapid introduction of Al systems
into healthcare is associated with specific risks that require
systematic analysis and proactive management. In this context,
the concept of predictable harm is gaining crucial significance
as a methodological tool for preventive identification and
minimization of potential negative consequences of using
Al-powered medical devices. A critical analysis of existing
regulatory approaches to assessing the risks of Al systems
in healthcare, as well as integration of ethical principles into
the process of forecasting and preventing possible harm is of
particular importance.

The relevance of the study is determined by exponential
growth of the market for Al solutions in healthcare and lack
of unified approaches assessing their safety. According to
the Grand View Research analytical report, the global market
for artificial intelligence in medicine will reach 120.2 billion US
dollars by 2028 with an annual increase of about 41.8%. It
shows the scope of challenges in the field of patient safety [1].

The purpose of this study is to form a methodological
framework for identifying and minimizing predictable harm when
developing and implementing Al-powered medical devices.

To achieve this goal, the following tasks have been set:

1. To conceptualize the term of predictable harm in the context
of medical Al technologies;

2. To analyze the specifics of the risks associated with the use
of artificial intelligence in medical devices;

3. To investigate existing approaches to regulation of safety
of Al systems in healthcare and compare them with the
author’s concept;

4. To develop a methodology for predicting and preventing
potential harm when creating medical Al systems with
detailed ethical elaboration.

ESSENTIAL PART

The concept of predictable harm for Al-powered medical devices
is a methodological construct that integrates the principles of
predictive risk analysis, proactive safety management, and
iterative reassessment of the potential harmful effects of the
technology. The fundamental difference of this concept from
traditional approaches to risk assessment is in the shift of
focus from reactive incident response to preventive forecasting
of possible scenarios of adverse events caused by specific
functioning of Al systems.

In the reviewed context, the terminological definition of
predictable harm can be formulated as a set of potential
negative effects of using medical Al systems. It is possible
to identify and minimize them systematically analyzing
characteristics of the technology, the context of its application
and possible trajectories of evolution of the system during
operation. The key attributes of this definition include
predictive nature of assessment, a systematic approach to
risk analysis, and consideration of the dynamic nature of Al
technologies.

At the present stage, there are some regulatory approaches
to risk assessment in the use of Al-powered medical devices.

Thus, Order No. 686n of the Ministry of Health of the Russian
Federation dated July 7, 2020 [2] and letter No. 02I-297/20
of the Federal Service for Healthcare Supervision dated
February 13, 2020 [3] provide for risk rating. According to it,
all Al-powered medical devices are classified as Class Il MD
before their application and at the stage of state registration.
This approach is aimed at centralized regulation and a priori
high-risk classification of all Al systems in medicine.

The International Forum of Medical Device Regulators
(IMDREF, 2014) offers a differentiated classification of potential
risks of Al-powered medical devices, depending on clinical
application and possible impact on the treatment process
(Software as a Medical Device: Possible Framework for Risk
Categorization and Corresponding Considerations) [4]. This
classification takes into account both the severity of potential
harm to the patient and the role the Al system plays in the
clinical process.

The industry appendix to the Code of Ethics for Artificial
Intelligence of Alliance for Artificial Intelligence provides details
for gradation of risks depending on the severity of errors
associated with the use of artificial intelligence systems and
focuses on consequences of incorrect medical decisions [5].

Specific risks associated with the use of artificial
intelligence in medical devices are due to a number of unique
characteristics of these technologies: autonomous functioning,
potential non-transparency of the decision-making process
(the black box problem), capacity to self-education and
adaptation, and high dependence on source data quality [6].
These features constitute a multidimensional risk profile that
needs a differentiated approach to their identification and
management.

The proposed concept of predictable harm is characterized
by a multidimensional structure focused on the entire life-cycle
of Al systems. It includes as follows:

— proactive focus on risk identification;
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Table 1. Typology of predictable harm for medical Al systems

OPINION

Harm category Distinguishing feature

Identification

Examples and minimization methods

It is associated with defects
in mathematical models
and decision-making logic

Algorithmic

False positive/ false negative results,
classification errors

Validation of representative samples,
testing of boundary cases

Data-centric Caused by problems

in the training data

Systematic bias, inapplicability
to certain groups of patients

Audit of data, stratification of samples,
control of representativeness

behavior during self-education

Integrative It occurs when the Al system interacts | Violations of protocols, conflicts with Process modeling, simulation of clinical
with clinical processes existing systems scenarios
Interpretative Associated with incorrect interpretation | Overestimation/underestimation of Al Interface optimization, user training
of results by users recommendations,
omission of critical information
Evolutionary It is driven by the change in the system | Concept drift, accuracy degradation Performance monitoring, periodic

recertification

— differentiated approach to types of harm (algorithmic,

data-centric, integration, etc.);

— multilevel stratification of responsibilities of participants;

— iterative risk assessment and adaptation to the evolution

of Al systems;

— integration of technological and clinical aspects of

quality.

Table 1 systematizes the types of predictable harm for
medical Al systems.

Safety regulation of Al-powered medical devices is
characterized by significant heterogeneity of approaches in
different jurisdictions. The European Union is implementing
a structured regulatory system through the Medical Devices
Regulation (MDR 2017/745) [7] and the Artificial Intelligence
Regulation (Al Act) [8], which classifies medical Al systems
as high-risk ones and sets strict requirements for their
transparency and validation.

The US Food and Drug Administration (FDA) implements
an adaptive approach which is based on the Pre-Certification
Program focusing on evaluation of development processes
and quality culture of the developer [9]. This approach
involves continuous monitoring of system performance under
real operating conditions and iterative reassessment of the
risk-benefit profile.

Based on the analysis of existing approaches and
regulatory requirements, an integrated methodology for
predicting and preventing predictable harm when developing
Al-powered medical devices is proposed, which includes the
following components: a multi-level risk assessment model, an
inclusive validation system for heterogeneous populations of
patients, mechanisms for ensuring interpretability of algorithms,
an infrastructure for continuous performance monitoring, and
iterative safety reassessment processes.

The proposed methodology can be implemented in practice
through the matrix of predictable harm assessment presented
in Table 2.

Ethical aspects form an integral part of the predictable harm
concept and are reflected at all stages of Al-powered medical
device life cycle. Let’s look at the main dimensions of ethical
responsibility:

1. Patient autonomy — it is critically important to make sure
that implementation of Al systems does not diminish the
role of the patient in the decision-making process. The risks
of excessive automatic trust of clinicians in Al advice and
quality of informed consent should be taken into account.

2. Justice means preventing algorithmic discrimination and
providing access to Al technologies to various groups. It
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is necessary to concentrate on data-centric risks and data

representativeness.

3. Non-harming takes into account the possibility of delayed
and systemic consequences associated with evolutionary
changes and self-learning algorithms.

4. Transparency and explainability means ensuring
interpretability of decisions and audit opportunities for both
specialists and patients; overcoming the black box effect.

5. Mandatory ethical audit is analysis of compliance of artificial
intelligence used with medical ethics, and regular revision
of the risk matrix taking into account vulnerability of certain
categories of patients and long-term consequences.
These provisions are shown in the matrix of foreseeable

harm assessment and presented in details (see Table 2).

The use of the matrix allows to structure the process of
identifying and minimizing predictable harm at all stages of
Al-powered medical device life cycle, providing an integrated
approach to risk management and compliance with regulatory
and ethical requirements.

While developing medical Al systems, forming a culture
of transparency is crucial for effective implementation of
the predictable harm concept. This aspect includes open
communication regarding technological limitations, active
involvement of clinical specialists at all stages of product
creation, and use of the safety through design principle
involving integration of safety mechanisms directly into
the system architecture. In contrast to existing regulatory
approaches that focus primarily on technical characteristics
and preliminary risk classification, the proposed concept
assumes mandatory integration of ethical audits at each
stage of the life cycle of a medical Al system. This requires
multidisciplinary collaboration between developers, clinicians,
ethicists, and patient community representatives to prevent
algorithmic discrimination, preserve patient autonomy, and
maintain equitable access to the benefits of technology. The
matrix of predictable harm assessment, including ethical and
clinical parameters, becomes not a simple documentation tool,
but a platform for continuous dialogue between all participants
in the process of introducing Al into clinical practice.

SUMMARY AND CONCLUSIONS

The conducted research allows us to formulate the following

main conclusions:

1. The predictable harm concept is an effective tool for
improving the safety of introducing artificial intelligence into
medicine, which proactively identifies and minimizes risks.
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Table 2. Matrix assessing predictable harm to medical Al systems

Stage Key ) Tools Responsible parties Clinical aspects Ethical aspects
assessment issues
Conceptualization | Compliance with the Ethical audit, Developers, clinical Assessing clinical Compliance with the

and design target application, analysis of clinical experts, ethics significance of the problem values of the medical
coverage of clinical scenarios, review of committees being solved, potential profession, ensuring
scenarios, technical the evidence base changes in clinical practice, | patient autonomy,
feasibility and the risk/benefit ratio compliance with the
principles of medical
ethics
Development and | Data Statistical analysis, Developers, Coverage of diverse clinical | Prevention of

training representativeness, algorithmic audit, data scientists, situations, inclusion of rare discrimination and bias
algorithm validity, simulation of boundary | ML engineers cases, consideration of based on gender, age,
resistance cases comorbid conditions ethnicity, socio-economic
to extreme cases status

Validation Accuracy, specificity, Cross-validation, Independent experts, | Assessing the impact Transparency

and verification sensitivity, boundary case testing, | clinicians, regulators on clinical decisions and and explainability
robustness, external validation treatment outcomes, of results, the possibility
productivity comparison with the gold of challenging, protection

from automated
discrimination

standard of diagnosis

Implementation Protocol compatibility, | Simulation of working Medical Assessing the impact on Impact on doctor-patient

and integration impact processes, testing in organizations, care provision process, relations, level of trust,
on clinical decisions, real conditions, IT specialists, and decision-making time, preservation of clinical
easy use audit of clinical clinicians integration into existing autonomy of the doctor

pathways clinical protocols

Post-marketing Undesirable Real-world data Manufacturers, Monitoring of deviations of Considerating patients’

monitoring phenomena, analytics, regulators, medical clinical outcomes experience, psychosocial
production drift, incident reporting professionals, patient | from expected ones, consequences of Al use,
unforeseen system, regular audit communities long-term impact on the assessment of the impact
consequences quality of care, detection of | on medical care availability

rare complications

2. The unique risks of using artificial intelligence require  regulatory approaches shows the advantages of the proposed
a differentiated management approach where integration  concept in terms of multidimensional risk assessment and
of ethical aspects is mandatory. integration of ethical principles at all Al life cycle stages. The

3. According to the comparative analysis, the author’s concept ~ matrix of predictable harm, which includes parameters of clinical
complements and expands existing regulatory approaches,  consequences and ethical assessment, allows us to proceed
providing a multidimensional, continuous and ethically  from formal risk management procedures to a systematic
supported harm assessment. approach that takes into account both technological and

4. The prospects for further work are associated with universal ~ humanitarian aspects of using artificial intelligence in healthcare.
methodologies and standardization of risk assessment  Promising trends of further research in this area include
practices for creation and application of artificial inteligence  development of standardized risk assessment methodologies
in healthcare. for various categories of Al systems, creation of validated
Thus, it is essential to develop and implement the  ethical audit tools for medical Al solutions, and formation of

predictable harm concept in development and implementation  unified regulatory requirements that synthesize technological

of Al-powered medical devices as it can ensure an optimal  standards with the principles of medical ethics and focus
balance between the innovative potential of these technologies  on long-term social consequences of introducing intelligent
and patient safety. A comparative analysis with existing  technologies in healthcare.
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