
22 MEDICAL ETHICS | 2, 2025 | MEDET.RSMU.PRESS22

OPINION
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The article analyzes the latest ethical challenges associated with introduction of large language models (LLMs) in medicine and healthcare. Various LLM architectures, 

stages of their training (pretraining, pretuning, reinforcement learning from human feedback) and criteria for quality of training data are reviewed. The emphasis is 

on a range of ethical issues such as copyright for AI-generated content; systematic bias in algorithms and risk of generating false information; a need to ensure 

transparency and explainability of AI (XAI); issues of confidentiality and protection of personal medical data, including difficulties with anonymization and obtaining 

informed consent. Aspects of legal responsibility for using LLMs in clinical practice are also analyzed and technological solutions (federated learning, homomorphic 

encryption) to minimize risks are discussed. The need for an integrated approach combining technological improvement, development of ethical standards, 

adaptation of legislation and critical supervision of the medical community is emphasized to ensure safe and effective integration of LLMs into clinical practice.
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БОЛЬШИЕ ЯЗЫКОВЫЕ МОДЕЛИ В МЕДИЦИНЕ: АКТУАЛЬНЫЕ ЭТИЧЕСКИЕ ВЫЗОВЫ

С. А. Костров , М. П. Потапов

Ярославский государственный медицинский университет, Ярославль, Россия

Статья посвящена анализу актуальных этических вызовов, связанных с  внедрением больших языковых моделей (LLM) в  сферу медицины 

и здравоохранения. Рассматриваются различные архитектуры LLM, этапы их обучения (предобучение, донастройка, обучение с подкреплением на 

основе обратной связи от человека) и критерии качества обучающих данных. Основное внимание уделяется комплексу этических проблем: вопросам 

авторского права на контент, сгенерированный искусственным интеллектом (ИИ); систематической предвзятости алгоритмов и  риску генерации 

недостоверной информации; необходимости обеспечения прозрачности и  объяснимости ИИ (XAI); проблемам конфиденциальности и  защиты 

персональных медицинских данных, включая сложности анонимизации и  получения информированного согласия. Также анализируются аспекты 

юридической ответственности за применение LLM в  клинической практике и  обсуждаются технологические решения (федеративное обучение, 

гомоморфное шифрование) для минимизации рисков. Подчеркивается необходимость комплексного подхода, сочетающего технологическое 

совершенствование, разработку этических стандартов, адаптацию законодательства и критический надзор медицинского сообщества для безопасной 

и эффективной интеграции LLM в клиническую практику.
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Over the past five years, artificial intelligence (AI) has 
become one of the fundamental technologies launching 
transformation of the basic paradigms of medicine and 
healthcare system [1, 2]. Recognizing potentially inflated 
expectations associated with this technology, it is necessary 
to clarify the terminology used below. In scientific and 
professional discourse, it is natural to distinguish between 
two main concepts of AI. The first one is artificial general 
intelligence (AGI), also known as strong artificial intelligence 
(AI), a  hypothetical form of AI that can learn universally 
and solve problems like a human, which is only theoretical 
and has not been implemented in practice yet; the second 
one is artificial narrow intelligence (ANI), also referred to as 
weak AI, an existing software system that helps a person 
solve specific, clearly limited tasks, such as diagnosing 
diseases using medical images or automatization of routine 
operational processes.

The general term AI denotes ANI, which is used in practical 
medicine today.

Two major classes of weak AI are distinguished: descriptive 
and generative AI. Descriptive systems analyze and interpret 
data (including numerical, textual, graphical, audio, and video 
materials), providing classification, prediction, and identification 
of hidden patterns. On the contrary, generative AI can create 
(compile) new texts, images, or other data formats based 
on training samples, which opens up new opportunities to 
support clinical decision-making and automate workflow and 
communication processes in healthcare [3–5].

Natural Language Processing (NLP) holds a special place 
in the modern AI paradigm. It allows to analyze, interpret and 
generate textual information in a  human language. Large 
Language Models (LLM), specialized AI architectures capable 
of operating with ultra-large arrays of textual data, have gained 
development and practical significance. This publication will be 
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devoted to review of some ethical aspects related to the use of 
large language models in medicine.

There has been a significant increase in research on the use 
of LLMs in medical field over the last few years [6,7]. Ethical 
aspects occupy a  central position in discussion about safe 
and effective implementation of these technologies in clinical 
practice [8, 9]. Systematic research reveals both the potential 
advantages of LLMs in medical data analysis, information 
support, and decision support, significant ethical challenges 
related to algorithmic bias, lack of transparency, and risks 
of privacy violations. The ability of LLMs to generate highly 
persuasive but potentially inaccurate content, which requires 
human control and development of strict ethical guidelines, is 
of particular concern.

MATERIALS AND METHODS

While preparing this review publication, an integrated 
approach was applied to search, analysis and selection of 
relevant information, including using LLMs. Information search 
was carried out in domestic and international bibliographic 
databases: eLibrary, Scopus and PubMed, specialized 
platforms for searching scientific publications and analytical 
tools such as Consensus, Semantic Scholar and Elicit, 
which use LLMs in their algorithms. The search strategy 
that ensured complete and relevant coverage of the topic 
under study included key terms and their English-language 
equivalents such as large language models, medicine, 
healthcare, ethics, bioethics, risks, bias, reliability, and others. 
To include sources, a  full-text version published in Russian 
or English from 2015–2025 was required. Relevance of the 
selected publications according to the abstract was assessed 
using the following parameters: relevance to the topic of large 
language models in medicine and healthcare, analysis of 
ethical aspects, description of implementation risks, novelty 
and scientific significance of the work. Articles that did not 
meet the stated criteria, as well as duplicate sources, were 
excluded. Google’s NotebookLM and Perplexity LLM tools 
were used to systematize, extract data, and summarize 
selected publications. The resulting prepared materials 
were checked by a  team of authors to ensure accuracy 
and correctness. The draft was prepared and grammatical 
proofreading was performed using OpenAI ChatGPT-4.1 and 
Google Gemini 2.5.

LLM ARCHITECTURE, DEVELOPMENT AND TRAINING

Improvement of computing power, available resources, 
and advanced algorithms has significantly promoted LLM 
development, facilitating their integration into various fields of 
human activity, including clinical practice [1, 4, 5]. LLMs can 
be used in three main areas such as clinical decision support, 
automation of medical documentation and reporting, as well 
as medical education and doctor-patient communication. 
LLMs have advantages of processing unstructured data [3, 5]. 
However, effectiveness varies depending on the specific model 
and approach to training.

To ensure a  better understanding of the nature of 
LLM-related ethical issues, it is necessary to get an idea 
about the internal structure of the models that shape their 
functioning specifics. Modern LLMs represent the result of 
a  long-term evolution of architectural approaches in natural 
language processing. Although transformers have now become 
a dominant architecture, historically they have gone through 
several key stages and architectures [10–13]:

1. Early NLP systems were based on manual coding of 
linguistic rules (for example, the ELIZA system, 1966). 
Statistical language models (SLM) have been used to 
predict words based on frequency patterns (for example, 
IBM Model, 1990). However, they haven’t been widely used 
in practice.

2. Recurrent neural networks (RNNs) include a class of artificial 
neural nets designed to process sequential information. 
They can memorize the preceding elements of a sequence. 
Thus, they can effectively analyze time series, texts, and 
biomedical signals, operating however with a limited amount 
of context [11]. Advanced variants with long short-term 
memory (LSTM) analyze consistent clinical parameters (for 
example, heart rate, blood pressure, laboratory parameters) 
and identify patterns that predict complications. LSTMs are 
used to analyze ECG, EEG, pulse oximetry data, and other 
time signals [13].

3. Word2Vec implements principles of distributive semantics 
through vector representations of words (Skip-gram and 
CBOW algorithms (2013)). In the working process, the text 
is seen as a sequence of tokens (usually individual words or 
sub-word units), which are considered as minimal semantic 
units. For each token, Word2Vec creates an embedding: 
it maps the token into a  multidimensional vector space 
where words that are similar in meaning have similar vector 
representations. These embeddings are used to analyze 
semantic and syntactic relationships in a text.

4. Convolutional neural networks (CNNs) are a class of deep 
neural networks that initially aimed at processing data 
with a spatial structure (images, 3D scans, spectrograms). 
Although CNNs are traditionally associated with image 
analysis, their architectural principles of extracting local 
features using convolutional layers served as a prototype 
for attention mechanisms in transformers, becoming a link 
between processing local patterns and global context 
[11, 13].

5. Transformers: a  revolutionary architecture based on the 
mechanism of attention. By using multi-layer encoders/
decoders, the model analyzes sequences of tokens, 
weighing the importance of each token in a  sequence. 
The most well-known models of this class (for example, 
Generative Pre-trained Transformer, GPT), pre-trained on 
large-scale text data corpora, became widely available and 
gained a dominant position [14].

6. Retrieval-Augmented Generation (RAG): an approach aimed 
at overcoming the fundamental limitations of traditional 
LLMs, such as generation of factually incorrect information 
(“hallucinations”), obsolescence of model knowledge and 
lack of references to verified sources. RAG integrates 
LLMs with external knowledge bases such as PubMed, 
UpToDate, clinical recommendation databases, and other 
reputable resources.

7. BERT (Bidirectional Encoder Representations from 
Transformers) is an architecture based on bidirectional 
transformers, which provides a  deep understanding of 
semantics and syntax of the text by taking into account 
the context to the left and right of the token. BERT and 
its derivatives are widely used to extract information from 
electronic medical records, automatically classify medical 
texts, and get access to biomedical databases and clinical 
decision support systems.

8. Hybrid models: to solve multimodal problems, systems 
are being developed that combine transformer attention 
mechanisms with convolutional or recurrent layers, which 
allows processing heterogeneous data from text-based 
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medical records to visualizations (CT, MRI) and time series 
(ECG, monitoring indicators) [13].

9. Neuro-symbolic systems integrate machine learning 
methods (neural networks) with symbolic methods of 
knowledge representation and reasoning (formal logic, 
expert rules, ontologies). Such systems do not only analyze 
unstructured data, but also use formal knowledge to improve 
interpretability, accuracy, and reliability of conclusions. 
They are used to solve tasks with high requirements for 
explainability of solutions, for example, when it is necessary 
to test hypotheses generated by LLMs for compliance with 
clinical recommendations [15].

10. Reasoning models are designed to solve problems that 
require complex logical, spatial, or ethical conclusions, 
optimized to simulate complex cognitive and logical 
processes typical of medical expertise. Unlike traditional 
LLMs, which focus primarily on generation of texts and 
identification of patterns, reasoning models build chains of 
logical conclusions, integrate diverse sources of knowledge, 
and explain their decisions at the level similar to the clinical 
thinking of a professional [16].
A similar path of evolution of technology from basic math 

algorithms through closed neural network models of “black 
boxes” gives rise to modern explainable models [16].

MODEL TRAINING

Evolution from rigid linguistic rules and statistical models to 
modern transformers and hybrid multimodal architectures has 
significantly expanded the range of LLM application in clinical 
practice. However, quality and reliability of LLMs directly 
depend on methods of their training as well as characteristics 
and quality of the starting training material. In clinical context, 
it is the initial data that determine the boundaries of the model 
applicability, level of reliability, interpretability of results, and 
safety of implementing LLMs in medical processes [17, 18].

Pre-training: the initial stage where the model learns 
patterns from massive unstructured bodies of general texts. 
The goal is to form universal language concepts and basic skills 
for text understanding and generating. Functioning of widely 
available general-purpose GPT models (YandexGPT, GigaChat, 
ChatGPT, Gemini, DeepSeek, Grok, Cloud, and others) that 
can generate different texts, including medical ones, which 
are however often of a general and superficial nature only is 
commonly determined at this stage of training. Such models 
can most likely make mistakes while processing queries 
concerning complex clinical cases. To avoid potential harm 
and legal claims, developers equip systems with modules that 
block responses to medical inquiries, and such an LLM must 
formulate a disclaimer when responding by recommending you 
to contact a qualified doctor.

Fine-tuning: additional model training based on specialized 
clinical data in order to adapt to specific tasks such as 
generating medical reports, supporting the diagnostic process, 
analyzing clinical dialogues, processing medical images, etc. 
Customizable datasets marked up by experts that reflected 
real clinical scenarios are the most effective. Models that 
went through such a  customization (for example, BioGPT, 
BioMedLM, PubMedBERT, ClinicalBERT) are commonly used 
by medical professionals and are less known to the general 
public [17].

Reinforcement Learning based on Human Feedback 
(RLHF): a  method in which a  model corrects its behavior 
assessing quality and accuracy of the generated responses 
provided by experts. This minimizes the risk of generating 

dangerous or incorrect medical recommendations and 
reducing the likelihood of “hallucinations.” Models trained with 
RLHF (for example, GatorTron, Med-PaLM, MetaMedLLM) are 
used mainly through integrations that provide access to the 
context in the form of personalized medical records, electronic 
health records, integrated and telemedicine solutions. RLHF is 
approved as the standard for medical LLM training. Research 
shows that LLMs that used RLHF were superior in quality and 
completeness of medical consultations compared to both 
models pre-configured without the RLHF and with pre-trained 
LLMs. RLHF is an obligatory stage for creation of modern 
medical language models, ensuring their compliance with 
requirements of clinical practice, safety and ethics [16].

Quality criteria of the starting training material:
 – Relevance and reliability. It is critically important to use 

only up-to-date and verified data in medical LLMs. Use 
of outdated or unverified sources can lead to distribution 
of erroneous recommendations and create risks for the 
health of patients.

 – Representativeness and diversity. To ensure fairness and 
universality of the model, the training material should 
cover a wide range of clinical scenarios, demographic 
groups, linguistic and cultural characteristics. Insufficient 
representation leads to systematic errors and bias, 
especially in relation to small or vulnerable groups of 
patients.

 – Markup quality and expert validation. Errors in data 
annotation, incomplete or incorrect instructions lead to 
decreased accuracy and interpretability of the results. 
An effective approach is a combined markup method, 
in which experts form the core of the dataset, and 
AI algorithms complement it with variable examples, 
combining scalability and high-quality annotations.

While performing diagnostics, interpretation of medical 
images, and clinical communication, models trained on 
specialized, expertly labeled data demonstrate significantly 
higher accuracy and stability of results compared to those 
trained on general or synthetic data sets. [1, 2, 7, 18].

PROBLEMS AND CHALLENGES OF LLM IMPLEMENTATION 
IN MEDICINE

LLM implementation is accompanied by numerous ethical 
issues that require a  systematic approach to their solution. 
A comprehensive analysis of LLM-associated ethical challenges 
has revealed both long-discussed issues such as potential 
copyright infringement, systematic bias, and data privacy, 
as well as new dilemmas, including verity of the information 
generated and its compliance with social norms [1, 8, 9, 18].

COPYRIGHT

As per the classical doctrine of copyright, an author, a person 
who has a  creative idea and implements it in an objective 
form, can be a natural person only. Emergence of increasingly 
autonomous AI models capable of generating texts, scientific 
hypotheses, and diagnostic conclusions raises the question of 
copyright proprietor [19–23].

In most national legal systems, including the CIS countries, 
the EU and the USA, copyright does not recognize AI as an 
independent author (subject). It happens because a creative 
act needs the presence of will, consciousness and subjective 
choice, which modern AI does not possess. Article 1228 of 
the Civil Code of the Russian Federation clearly defines that 
an author of the work is the citizen (natural person) by whose 
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creative labor such work of literature, science or art has been 
created. AI does not have legal capacity and cannot carry out 
creative activities in the legal sense.

However, the growing volume of medical texts generated 
by LLMs requires a  revision of established approaches. The 
medical field places special demands on quality, reliability and 
legal purity of information. Health and life of patients, as well 
as the professional reputation of medical professionals and 
researchers, are at stake here unlike artistic or journalistic 
activities [18]. Use of LLMs for automated creation of medical 
texts, protocols, data analyses, and even scientific articles 
generates a number of specific risks:
1. Sources are not obvious: training LLMs require vast 

amounts of text data, often without a  clear distinction 
between open and copyrighted materials. This hinders 
identification of sources of borrowings and may lead to an 
unintended violation of the rights of third parties [20].

2. The problem of plagiarism: automatic text generation can 
lead to derivative works or texts that partially match the 
original sources, which poses the threat of accusations of 
plagiarism from copyright holders.

3. Difficulties with attribution: in case of joint human and AI 
creativity, it is necessary to determine the contribution 
of each participant and the order of distribution of 
copyrights.
There are three main approaches to determation of 

authorship when creating objects with AI participation [23]:
The author develops AI. It is assumed that all rights to the 

results created using AI belong to the person or organization 
that developed the corresponding model. The developer 
invests significant intellectual efforts and creative potential in the 
AI system, including development of algorithms, architecture 
and preparation of data for training. It requires significant 
financial, time and human resources from the developer 
[23]. Recognition of copyright by the developer can serve as 
an incentive for further investments and innovations in this 
area. This option provides a  simpler and more predictable 
mechanism for determining the copyright holder compared to 
others. However, this approach is justified only if the user does 
not make a significant creative contribution, but only presses 
a button to generate a random piece without further creative 
intervention.

The author uses AI. In this case, the author is the person 
who directly manages AI and generates requests. The user 
chooses from the suggested options, corrects and directs AI 
to achieve the desired result. A detailed and creative query can 
lead to a unique piece, while a general or standard query is 
likely to produce a more typical result. AI acts as an improved 
tool that allows you to implement the user’s creative intent by 
guiding the process. This model is most often used in medical 
and legal practice provided that the user (doctor, researcher) is 
engaged in active participation [22–24].

The author is AI (the concept of “electronic personality”). 
According to the resolution of the European Parliament 
with recommendations on civil law rules on robotics, the 
possibility of recognizing AI as an independent subject of 
copyright is being discussed [23,24]. Modern generative 
systems show an increasing degree of autonomy in the 
process of creating works. Contribution of AI can go 
beyond a  simple instrumental use, and the system is able 
to generate unexpected and original results that were 
not directly established by the developer or controlled by 
a human. However, in practice, this approach has not been 
recognized, since AI has neither legal personality nor ability 
to exercise rights and obligations independently. International 

practice shows that in the vast majority of cases, courts and 
intellectual property offices refuse to recognize authorship 
of AI [22].

Thus, we believe that contribution of the participants to 
creation of any work (literary text, scientific text, and medical 
records generated by LLMs) is multilevel. When contribution 
of a  user and AI (as  a result of developer’s work and data) 
is inseparable, it is necessary to apply the concept of joint 
authorship, providing compensation to copyright holders 
depending on their contribution to making content. Depending 
on the chosen tariff, AI users acquire AI as a  service, 
strengthening their copyright positions.

At the same time, a number of countries are discussing 
options for introducing special protection regimes for works 
created with minimal human involvement, for example, 
a shortened copyright term [21], while providing remuneration 
to those authors whose works were used to teach AI.

Apart from the legal aspects, the use of LLMs in medicine 
raises a number of scientific dilemmas/ Reducing the role of 
human creativity is one of them. Exponential growth in the 
amount of content generated by AI can devaluate human input 
and decrease motivation for independent scientific research. 
Automatic generation of medical texts without proper expert 
validation can result in distribution of unreliable or even 
dangerous information.

The modern legal system is not yet ready to fully take into 
account specifics of AI-generated objects, which requires 
new approaches to determining authorship, protectability and 
distribution of rights to the results of intellectual activity.

Taking into account the problems outlined, the following 
directions of development are proposed:

 – Introduction of special protection regimes for works 
created using AI, for example, a  shortened term of 
rights.

 – Mandatory disclosure of AI involvement degree in 
publication of medical articles, development of clinical 
protocols and other scientific materials.

 – Development of international standards on attribution 
and identification of sources when using LLMs.

 – Creation of more advanced systems for tracking 
borrowings and checking for plagiarism based on 
tokenized information.

 – Accrual of remuneration to developers and authors of 
materials on the basis of which models are trained, 
including through paid subscription systems.

BIAS, HALLUCINATIONS, AND EXPLICABLE AI

Despite significant progress in reducing the frequency of factual 
errors (“hallucinations”) in modern LLMs, especially in highly 
specialized systems configured using RLHF (with relevance of 
responses above 95%), a new serious challenge is systematic 
bias, which leads to errors in medical recommendations, 
discrimination against vulnerable groups of patients, and 
distortion of medical knowledge, causing a  decreased 
confidence in AI in healthcare [24,25].

Systematic bias is a  persistent distortion of the results 
of a  model due to specific data, architecture, or learning 
processes, leading to a distorted or inaccurate representation 
of certain groups, phenomena, or concepts, as well as distorted 
interpretation of clinical data. These failures are not accidental, 
they constitute a consequence of the internal algorithm logic. 
Algorithmic systems cannot only reproduce but also amplify 
existing biases, creating a  potentially dangerous cycle of 
increased discrimination [26].
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LLMs are trained on text corpora that may contain historical, 
social, and cultural biases, as well as an unbalanced medical 
knowledge. Errors or subjectivity in marking up medical data 
can consolidate bias at the stage of preparing datasets.

The features of transformers, attention mechanisms, 
and ways of processing context can both enhance and 
weaken bias. As it has already been mentioned, GPT is an 
autogregressive transformer model trained to predict the next 
token based on statistical patterns in the training data. It tends 
to reproduce the most common patterns, reinforcing existing 
biases and medical stereotypes, which may manifest itself in 
disproportionate attention to certain aspects of information 
correlating with demographic characteristics, or in incorrect 
interpretation of rare or ambiguous cases [25]. GPT has no 
built-in fact-checking or compliance mechanisms for clinical 
standards. Increasing the size of the model does not always 
guarantee less biases; some of its forms may even get 
intensified [14].

Although reasoning models include logical inference 
mechanisms (for example, Chain-of-Thought, CoT), they can 
still reproduce biased reasoning patterns if they were present 
in the training data, moreover, it is more difficult to detect 
bias in reasoning chains, because the confirmation bias 
effect is possible. A critical problem is that the explanations 
(rationalizations) generated can mask the true (possibly 
biased) reasons for the model’s prediction, especially when 
the answers are incorrect. The risk reduction approach is to 
use an expression of uncertainty, where the model indicates 
the degree of confidence in its response, allowing clinicians 
to take this into account during interpretation. When models 
explicitly express their uncertainty, their forecasts become less 
categorical and less prone to systematic errors [25]. Uncertainty 
representations can be used as an additional filter to identify 
cases in which the model is potentially biased or uncertain as 
it allows either to postpone a decision or involve an expert;

Integration with external knowledge bases in RAG models 
potentially reduces bias through access to relevant and 
evidence-based facts. However, RAG models may incorrectly 
aggregate controversial information from sources or reproduce 
bias if it is contained in external databases. It is difficult to 
ensure reproducibility of solutions, because the model may 
refer to different sources even with identical queries, which 
makes it difficult to audit and correct bias.

In general, all LLMs are algorithmically inclined to generate 
the most likely (frequent) responses, ignoring rare but clinically 
significant cases. When a LLM is used without expert validation, 
it can lead to perpetuating and spreading bias [14].

Research shows that large language models exhibit 
significant differences between their “revealed beliefs” and 
“stated answers,” indicating the presence of multiple biases 
and distortions in the representations they form [26].

Another problem is the dissonance between the probabilistic 
nature of algorithmic conclusions and their subjective perception 
by patients (and in some cases by doctors) as deterministic 
predictions [27].

Research in risk communication confirms that effectiveness 
of transmitting medical information significantly depends on 
the way the data is presented to the patient [27]. Categorical 
formulations of prognostic conclusions induce pronounced 
psychological reactions even in a  low statistical probability 
of the predicted outcome. Optimistic formulations create the 
illusion of controllability, forcing patients to underestimate the 
objective risks and even discontinue therapy prematurely.

Automation bias is the tendency to perceive algorithmic 
inferences as more objective than human judgments. Digital 

interfaces make us trust sources subconsciously. Excessive 
trust in algorithmic advisors is a  complex phenomenon of 
emergence of new forms of dependence. Many users tend 
to attribute the properties of “superhuman intelligence” to 
AI systems, ignoring limitations of the training data and 
architectural features of the models. Experimental data show 
that 68% of respondents are ready to follow the advice of AI, 
even though their attending physician has a different opinion 
[27]. Clinical manifestations of algorithmic dependence 
include compulsive verification of predictions through mobile 
applications, anxiety-phobic reactions when the service is 
temporarily unavailable, and refusal to analyze symptoms 
independently in favor of automated diagnoses.

Development of methodologies for quantifying bias 
and degree of reliability of responses in medical LLMs is an 
important area of further research [28, 29].

Despite the unprecedented potential of LLMs in medicine, 
their widespread adoption is inhibited by the lack of 
transparency of decision-making mechanisms for most users, 
which reduces the trust of medical professionals and patients. 
Many large language models, such as GPT-4, are complex 
neural network architectures with billions of parameters, with 
its internal functioning often being incomprehensible to many 
users (a “black box”) [14].

Explicable Artificial Intelligence (XAI) is a  research area 
focused on development of methodologies and technologies 
that make the decision-making process of AI systems 
understandable to humans, enable verification of results and 
help to overcome distrust in AI technologies [30].

Creating models with initially high degree of interpretability 
are basic solutions (for example, linear models and decision 
trees that allow you to explicitly trace the relationship between 
the input data (the contribution of each feature) and output 
results). However, these models may have inferior predictive 
accuracy for some tasks as compared to more complex 
architectures [16].

Generating intermediate stages of reasoning before giving 
a  final Chain-of-Thought (CoT) response increases not only 
accuracy, but also explainability, allowing to trace the logical 
chain of the model. Explanations can be adapted for different 
groups (doctors, patients, regulators).

As mentioned earlier, it becomes mandatory to apply 
the RAG methodology, provide models with access to 
relevant scientific literature, clinical recommendations and 
other verifiable sources, and increase the accuracy, reliability 
and transparency of the information generated. The Medical 
Information Retrieval-Augmented Generation Evaluation 
(MIRAGE), the first benchmark that includes 7,663 questions 
from five medical datasets for question-and-answer systems, 
can serve as an example of an assessment. Studies with 
MIRAGE have demonstrated that the use of MedRAG, 
compared with the chain-of-reasoning hint method, improves 
accuracy of responses from various LLMs by up to 18% [31].

As of May 2025, the MedAgentsBench benchmark includes 
1,453 structured clinical cases covering 13 organ systems and 
10 medical specialties. According to the comparison results, 
DeepSeek R1 and OpenAI-o3 reasoning models are the leaders 
in March 2025. They provide not only high accuracy, but also 
an optimal ratio between performance, cost of calculations 
and output time, which is especially important for practical 
implementation in medical information systems with accuracy 
in simple diagnostic tasks of 89% for OpenAI-o3 and 93% 
for DeepSeek R1. However, in complex scenarios requiring 
multi-stage treatment planning, the indicator decreased to 67% 
for OpenAI-o3 and 73% for DeepSeek R1 [32].
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The problem of lack of standardized metrics and protocols 
for evaluating the quality of explanations is urgent. Existing XAI 
methods generate explanations of various formats and content. 
Currently, there is no consensus on what properties a “good” 
explanation should have and how these properties can be 
objectively measured [18,32].

CONFIDENTIALITY AND PROTECTION OF PERSONAL DATA

Use of real clinical data for LLM training and application requires 
strict adherence to patient anonymization and confidentiality 
standards, which imposes additional requirements on 
preparation of training samples [33, 34].

Effectiveness of digital medical technologies directly 
depends on trust of patients. Violation of confidentiality 
undermines trust in healthcare system as a  whole and can 
lead to refusal of patients to provide complete and reliable 
information, which will negatively affect the quality of medical 
care. Personalized LLMs improve treatment quality by paying 
attention to individual characteristics, but require processing 
of ultra-sensitive data (regarding genome, lifestyle, and mental 
status of the patient) [14].

Medical data can be characterized by a  high degree of 
sensitivity: they contain information about diagnoses, test 
results, genetic characteristics, medical history, and other 
information that can identify the patient. They are also subject 
to strict legal and ethical protection. LLMs are trained on a vast 
amount of text, including not only open sources, but also 
specialized medical databases. Even formal depersonalization 
can be followed by a  risk of restoring the patient’s identity 
based on indirect signs, which is especially important for rare 
diseases or unique combinations of clinical signs.

Order No. 139n of the Ministry of Health of the Russian 
Federation dated March 20, 2025 “On  Approval of the 
Procedure for Depersonalizing Information about persons 
who receive medical care, as well as about persons for 
whom medical expertises, medical examinations and medical 
certifications are conducted”, that has been put in force since 
September 1, 2025 and that replaced Order No. 341n dated 
June 14, 2018, prescribes depersonalization of all information 
that allows direct or indirect identification of the patient’s 
identity, including full name, date of birth, address, contact 
information, individual document numbers and other identifiers. 
The procedure should ensure that it is impossible to restore 
the patient’s identity without using additional information stored 
separately and protected in accordance with the legislation of 
the Russian Federation [35].

However, even when direct identifiers (name, date of birth, 
address) are deleted, quasi-identifiers (for example, a  rare 
combination of symptoms, unique treatment regimens) are still 
present in the medical data and can be used to re-identify the 
patient. The LLM-Anonymizer study demonstrated retention 
of about 2% of identifying information after processing [36]. 
Research shows that intruders can restore source texts from 
vector representations of models with an accuracy of up to 
92% using inversion attack methods [37].

According to ethical standards, minimum required amount 
of data should be used to achieve the goal. However, LLMs, 
that use huge datasets for training, often process redundant 
information, which makes it difficult to control information 
processing and increases the scope of potential leakage.

In most cases, patients consent to processing of their 
data for specific purposes of diagnosis, treatment, and 
scientific research. Classical requirements of completeness 
of information, voluntary nature, and patient competence 

conflict with the technical complexity of AI. Use of LLMs 
capable of generating new knowledge and reusing information 
in unforeseen scenarios goes beyond the standard forms of 
consent. Patients are often unaware that their data can be 
used to train complex models that are subsequently used in 
a wide range of tasks. Most patients do not have specialized 
knowledge that allows them to evaluate the architecture 
of neural networks, quality of training data, or limitations of 
algorithms [18,34].

LLMs are continuously updated. It makes the traditional 
static provision of information irrelevant already at the stage of 
signing the consent. Dynamic informed consent is a modern 
model of interaction between a  patient and a  medical 
organization, which involves not a one-time, but continuous, 
step-by-step informing of the patient and obtaining the patient’s 
consent at each stage of interaction. The patient obtains 
information not only at the initial stage of treatment, but also 
with every significant change in AI algorithm, software update, 
or occurrence of new clinical data that affect decision-making. 
It is necessary to use interactive digital platforms that allow 
the patient to receive notifications, clarifications and consent 
to new stages of interaction in real time [38,39].

In Russia, there is an experimental legal regime for 
development and implementation of artificial intelligence (AI) 
in healthcare, automatically implying consent of patients to 
transfer anonymized medical data for artificial intelligence 
training [40], after which the medical community needs to 
determine the forms and methods of working with dynamic 
consent.

Existing laws (for example, HIPAA in the USA, GDPR in the 
EU, FZ-152 in the Russian Federation) establish requirements 
for personal data protection, but do not take into account the 
specifics of LLM work. The “right to be forgotten” requirement 
faces the technical difficulty of selective deletion of data in 
pre-trained models. There are questions about distribution of 
responsibility for data leakage (developer, medical institution, 
user) and compliance with the rules of cross-border data 
transfer.

Comprehensive regulatory measures are needed: staff 
training on cybersecurity and ethics of working with medical 
data, introduction of a multi-level system controlling access to 
source data and model results, regular testing of models for 
reproducing sensitive information, introduction of algorithms for 
detecting and filtering personal data at the stage of generating 
model responses, use of differential privacy methods that allow 
training LLMs on aggregated data without the risk of restoring 
individual records. Legislation needs to be updated considering 
specifics of LLM work, introduction of special requirements for 
anonymization and audit of models, and industry standards 
for certification of depersonalization algorithms. Ensuring 
transparency of data processing processes and informing 
patients about possible risks is important too.

Technological solutions such as adding Gaussian noise 
to embeddings reduce the risk of inversion by 60%, but also 
worsen performance of the models. Federated Learning (FL) 
and Homomorphic Encryption (HE) form a  technological 
symbiosis that allows processing sensitive medical data without 
direct exposure [41].

Federated learning implements a decentralized approach 
where models are trained on local datasets without their 
transfer to the central server. It can minimize the risks of 
leaks in cross-border research and combine knowledge from 
diverse sources (laboratories, hospitals, wearable devices). 
Experiments with the Flower FL framework demonstrate high 
accuracy while significantly reducing privacy risks [42].
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Homomorphic encryption schemes make it possible to 
calculate encrypted data without the need to decrypt it first. 
Homomorphic encryption means that if the source data has been 
encrypted, then certain mathematical operations can be done 
with this ciphertext (for example, addition, multiplication), and the 
result of these operations will also be encrypted. After decryption 
of the result, the doctor receives the same result that would have 
been obtained by performing similar operations with original 
unencrypted data. However, to optimize these calculations, 
specialized expensive computing equipment is required [43].

The MedSecureAI prototype demonstrates that the FL+HE 
combination reduces the risk of leaks by 99.2% while increasing 
the training time by only 2.1 times compared to the basic 
models [41]. This creates additional technological challenges: 
creation of specialized processors for medical HE, development 
of interstate standards for exchange of encrypted models, and 
integration of post-quantum cryptographic algorithms.

LEGAL LIABILITY OF LLM RESULTS

From a legal point of view, LLMs currently do not have the status 
of independent legal entities. They are considered exclusively as 
tools created and used by individuals or legal entities. The legal 
responsibility for consequences of LLM application lies with 
developers, software vendors, as well as medical professionals 
and organizations using these technologies [44].

Developers and suppliers have to ensure that their products 
comply with established quality and safety standards, and have 
to inform users about possible limitations and risks.

All medical devices, including large language model 
software, are subject to mandatory state registration before they 
are introduced into clinical practice. Depending on the potential 
harm caused by an error, AI solutions belong to the following 
risk classes: IIa (medium risk — systems for pre-processing 
medical documentation, primary screening), IIb (increased 
risk — systems for automated interpretation of instrumental 
research results, algorithms for predicting the course of 
diseases, software for supporting clinical decision-making) 
or III (high risk — AI systems that make independent clinical 
decisions, form diagnostic and therapeutic recommendations, 
and are applied autonomously in implantable medical devices), 
since their errors can lead to significant consequences for 
the patient’s life and health. Registration requires conducting 
a  clinical assessment, confirming the quality of algorithms, 
ensuring transparency and reproducibility of results, as well as 
implementing risk management mechanisms and continuous 
monitoring of functioning[45]. Roszdravnadzor monitors and 
may suspend the use of compromised solutions to take 
corrective action (as it was done in 2023–2024 with Botkin.AI).

Developers and operating organizations should pay special 
attention to information security issues. Information systems 
that process personal data of patients are becoming a priority 
target for intruders. Modern cyber security threats, including 
unauthorized access, attacking integrity and confidentiality of 
data, as well as manipulation with model conclusions, can lead 
to serious consequences that pose threats not only to health, 
but also to lives of patients [45, 46]. These medical information 
systems are subject to Federal Law No. 187-FZ dated July 26, 
2017 “On Security of Critical Information Infrastructure of the 
Russian Federation”.

Medical professionals, in turn, are professionally 
responsible for making clinical decisions, even if they rely on 
recommendations formulated by the LLM. The doctor must 
critically evaluate the information received and cannot completely 
delegate decision-making to artificial intelligence [18].

In case of negative consequences related to errors or 
unreliable LLM recommendations, responsibility can be 
distributed among various participants of the process, 
depending on the nature and source of the error. If we are 
talking about a software defect, responsibility is usually allocated 
to the developer. The medical professional or organization is 
claimed responsible if an error occurred due to incorrect use of 
technology or because a doctor ignored professional standards 
and clinical recommendations.

CONCLUSION

Thus, introduction of large language models in healthcare 
requires an integrated approach combining further technological 
improvement of models, development and implementation of 
strict ethical standards, adaptation of the regulatory framework, 
use of advanced information security techniques and constant 
critical supervision by the expert medical community.

Improvement of algorithms and architectures is one of the 
key areas. It is necessary to select modern models that combine 
the possibilities of reasoning, search and explanation. Transition 
from predictive “black box” models to interpreted systems that 
can substantiate their conclusions will increase trust of medical 
professionals and patients in these technologies. Development 
of neuro-symbolic methods that integrate machine learning with 
symbolic representations of knowledge and logical reasoning 
is an important step. It helps not only analyze unstructured 
data, but also use formal knowledge to improve interpretability, 
accuracy, and reliability of conclusions.

Quality and relevance of the training data are equally 
important. LLMs should not only be pre-trained on massive 
bodies of texts, but also pre-tuned using highly specialized 
pre-marked clinical data with participation of medical experts. 
Expert Feedback Reinforcement Learning (RLHF) should 
become the standard for medical language models, confirming 
their compliance with requirements of clinical practice, safety 
and ethics. This will ensure not only the relevance of general 
answers, but also their personification and clinical evidence.

Adjustment of regulatory framework to technological 
advances is a  prerequisite for successful implementation of 
LLMs in healthcare. Legal experts need to consider specifics 
of increasing AI integration into all fields of activity and develop 
new approaches to authorship identification, protection and 
distribution of rights to intellectual property results created with 
LLM participation.

Ensuring confidentiality and protection of personal data 
is a  prerequisite. It is important to strictly adhere to the 
standards of patient anonymization and confidentiality when 
using real clinical data for LLM training and application. The 
minimum required amount of data should be used to achieve 
the goal set and implement technological solutions such as 
federated learning and homomorphic encryption that allow 
to process sensitive medical data without direct exposure. It 
is also important to develop interactive digital platforms that 
provide the patient with real-time notifications, clarifications 
and consent to new stages of interaction (dynamic consent 
form).

Exclusion of unreliable answers, step-by-step fact-checking 
and cross-checking are necessary to combat “hallucinations” 
and bias. It is necessary to develop methodologies to quantify 
the degree of reliability of responses in medical LLMs, allowing 
clinicians to take this into account when interpreting the 
results. It is important to pay attention to cultural and linguistic 
characteristics of different groups of patients and develop 
models that take these differences into account.
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To develop an objective and trusting attitude towards the 
applied AI technologies, it is necessary to ensure transparency 
and explainability of LLM functioning. To do this, it is necessary 
to develop standardized metrics and protocols assessing 
quality and use of XAI methods to trace the logical chain of 
the model and adapt explanations for different audiences. It 
is also important to take into account psychological aspects 

of LLM-provided information perception and avoid categorical 
formulations that can induce pronounced psychological 
reactions.

Only when these conditions are met, healthcare level can 
be significantly increased owing to the use of large language 
models, while protecting the rights and interests of patients and 
medical professionals.
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